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Dual-Modality Haptic Feedback Improves
Dexterous Task Execution With Virtual

EMG-Controlled Gripper
Kezi Li and Jeremy D. Brown , Member, IEEE

Abstract—Individuals with upper-extremity limb difference who
use myoelectric prostheses currently lack the haptic sensory infor-
mation needed to perform dexterous activities of daily living. While
considerable research has focused on restoring this haptic infor-
mation, these approaches often rely on single-modality feedback
schemes which are necessary but insufficient for the feedforward
and feedback control strategies employed by the central nervous
system. Multi-modality feedback approaches have been gaining
attention in several application domains, however, the utility for
myoelectric prosthesis use remains unclear. In this study, we inves-
tigated the utility of dual-modality haptic feedback in a virtual
EMG-controlled grasp-and-hold task with a brittle object and
variable load force. We recruited N = 20 participants without limb
difference to perform the task in four conditions: no feedback,
vibration feedback of incipient slip, squeezing feedback of grip
force, and dual (vibration + squeezing) feedback of incipient slip
and grip force. Results suggest that receiving any haptic feedback
is better than receiving none, however, dual-modality feedback is
far superior to either single-modality feedback approach in terms
of preventing the object from breaking or dropping. Control with
dual-modality feedback was also seen as more intuitive than with
either of the single-modality feedback approaches.

Index Terms—Haptic feedback, myoelectric prosthetics,
multimodality.

I. INTRODUCTION

OUR proficiency in performing dexterous activities de-
pends on the availability of haptic sensations streaming

from the myriad of cutaneous and kinesthetic sensory receptors
in our peripheral limbs [1], [2]. These haptic cues are used by
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the central nervous system to track task progression through
feedback control and update internal models needed for pre-
dictive feedforward control [3], [4]. Together, this feedforward
and feedback sensorimotor control loop allows for the execution
of object manipulation tasks that require accurate prediction of
object properties, as well as robust compensatory strategies for
task errors or uncertainties [5].

When a limb is amputated and replaced with a myoelectric
prosthesis, this haptic sensory feedback channel remains incom-
plete, forcing users to rely heavily on visual and auditory cues to
guide prosthesis usage [6]. Vision has been shown to carry a high
cognitive burden [7], [8] and limits the amount of visual informa-
tion that can be used for task planning [9]. Furthermore, visual
information has been shown to be inferior to haptic information
in dexterous task performance with a body-powered prosthesis,
which features inherent force feedback [10]. Several research
studies have attempted to address this shortcoming through the
development of novel haptic feedback approaches that provide
a range of haptic cues including grip force, grip aperture, and
incipient slip [11], [12], [13], [14], [15], [16]. Unfortunately,
the majority of these efforts have focused on a single form of
haptic feedback, which still limits the overall amount of haptic
information the user is receiving.

In an effort to overcome the shortcomings of single-modality
haptic approaches, recent research has demonstrated the po-
tential utility of multi-modality feedback for a range of haptic
interaction and telerobotic applications [17], [18], [19], [20],
[21], [22], [23], [24], [25]. For prosthetic applications, there have
been promising results demonstrating the potential benefits of
dual-modality feedback. For example, using a grounded haptic
interface (non-sEMG), Walker et al. discovered that force feed-
back of object contact combined with vibrotactile feedback of
object slip resulted in less object slips and more object recoveries
than single-modality feedback or no feedback [26]. Likewise,
Xu et al. demonstrated that electrotactile feedback of grasping
pressure and incipient slip results in performance that is just as
good as visual feedback [27].

Despite these benefits, other research has found that multi-
modality feedback is not as helpful. For example, Kim et al.
showed that dual-modality haptic feedback (pressure and shear)
degrades grip force control more than single-modality feedback
for myoelectric prostheses [28]. Likewise, Jimenez et al. showed
that multi-modality (force, vibration, and thermal feedback)
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could be distracting for participants controlling a prosthesis [29].
It should be noted, however, that both of these studies only in-
volved a single prosthesis user. Likewise, they did not explicitly
investigate the feedback’s utility in helping the user develop
closed-loop control strategies that are robust to task uncertainties
and task errors. Thus, it is still unclear if, and to what ex-
tent, multi-modality haptic feedback provides added utility over
single-modality feedback for myoelectric prosthesis usage. In
particular, it is worth investigating to what degree multi-modality
approaches support the feedforward and feedback sensorimotor
control approaches utilized by the central nervous system in
dexterous task execution.

In this manuscript, we present the findings of a user-study
designed to investigate whether providing continuous dual-
modality haptic feedback of grip force and incipient slip can im-
prove myoelectric prosthesis users’ ability to perform a unique
dexterous manipulation task. Building on the widely accepted
grasp-and-lift task literature [5], [30], [31], [32], [33], we ask
participants to perform a virtual grasp-and-hold task with a
brittle object that experiences an increasing but invisible load
force. Using an EMG-controlled virtual gripper, participants
attempt to complete the task without visual feedback in four
conditions: no feedback, vibration feedback of incipient slip,
squeezing feedback of grip force, and dual (vibration + squeez-
ing) feedback of incipient slip and grip force. While the use of
a virtual task environment does not exactly replicate real-world
prosthesis usage, it removes the confounding factors of physical
fatigue and poor EMG control associated with real prosthesis
usage. We hypothesize that dual-modality feedback will result
in the best task performance given that it provides participants
with the necessary and sufficient haptic information needed to
successfully keep the virtual object from breaking or dropping.
In what follows, we describe our experimental method, followed
by a presentation of our experimental findings, and a discussion
of our results in the context of existing multi-modality literature.

II. METHODS

We recruited n = 20 participants without limb difference (12
male and 8 female, age 22±3 years, 17 right-handed) to perform
a virtual grasp and hold task using surface electromyography
(EMG) control. All participants were consented according to
a protocol approved by the Johns Hopkins University IRB
(HIRB00005942). The duration of the experiment was approx-
imately 90 min, and participants were compensated at a rate of
$10/hour.

A. Experimental Tasks

There were two experimental tasks, an EMG practice task and
a grasp and hold task. Both tasks were performed in a virtual
environment as described below:

1) EMG Practice Task: The EMG practice task was designed
to help participants become comfortable with EMG control and
provided a quantifiable baseline measure of participants’ EMG
control capabilities. In the task (see Fig. 1(b)) participants are
asked to control the horizontal velocity of a virtual ball (red)
using EMG to track the horizontal position of a target ball (gray),

Fig. 1. (a) C-2 tactor and squeeze device were placed on the participant’s non-
dominant arm. The EMG electrodes were placed on the participant’s dominant
arm. (b) EMG practice task virtual environment. (c) Grasp-and-hold task virtual
environment.

which moves in a sinusoidal manner. The target ball’s position
was governed by the following two equations, which created
two different levels of difficulty:

Xtarget(t) =

{
2 · sin(t) easy
3
4 · sin( t3 ) + 3

4 · sin( 4t3 ) hard
(1)

where t is the elapsed time since the start of the trial and Xtarget

is the horizontal position of the target sphere from the center.
2) Grasp-and-Hold Task: The grasp-and-hold task was de-

signed to test the utility of different forms of haptic feedback on
performance in a dexterous task. In the task, the participants’
objective was to grasp and hold the virtual object with the
virtual gripper, as shown in Fig. 1(c). Participants controlled
the velocity of the virtual grippers using sEMG control. During
the task, the object was pulled toward the bottom of the screen
by a logarithmically increasing pulling force (not visible), as
described by

Fpull(t) = Kpull · ln(t+ 1) (2)

Where Kpull = [1,2,3,3.5,4,5] N/s controls the intensity of the
pulling force, and t is the elapsed time since the start of the trial.
In addition to the pulling force, the virtual object was “brittle,”
with a breaking force that was computed as a constant offset
above the minimum required grip force needed to hold the object:

Fbreak = Fpull(t) + 4 (3)

where Fpull(t) is from (2). We intentionally varied the breaking
force for each pulling force to prevent participants from learning
a fixed breaking force value. The constant offset was determined
heuristically through pilot testing and produces a grip force safe
region wherein the object won’t slip or break. The grip force
produced by the gripper on the object was modeled as a simple
virtual wall with:

Fgrip(t) = Kobj · (Xuser(t)−Xobj) (4)

where Fgrip(t) is the applied grip force of a single gripper,
Kobj is the virtual object’s stiffness, and Xuser(t)−Xobj is the
invisible displacement of the gripper into the object. The applied

Authorized licensed use limited to: Johns Hopkins University. Downloaded on January 03,2024 at 16:03:10 UTC from IEEE Xplore.  Restrictions apply. 



818 IEEE TRANSACTIONS ON HAPTICS, VOL. 16, NO. 4, OCTOBER-DECEMBER 2023

grip force generates the lift forceFlift based on Newton’s second
law of motion:

Flift(t) =

{
mg + Fpull(t) |Vslip(t)| = 0, Fnet(t) > 0
μk · 2Fgrip otherwise

Fnet(t) = μs · 2Fgrip(t)−mg − Fpull(t) (5)

where m is the constant mass of the virtual object, g is the
acceleration due to gravity, |Vslip(t)| is the slip speed between
the object and grippers, μs and μk are the static and kinetic coef-
ficients of friction between the grippers and object, respectively,
and 2Fgrip(t) represents the total grip force from both grippers.
Additionally, |Vslip(t)| was modeled as:

|Vslip(t)| =
∫ t

0

mg + Fpull(t)− Flift(t)

m
dt (6)

where all variables are as defined above. Note that the integral
was computed in the Matlab/Simulink using discrete Euler in-
tegration. The object was allowed to slip as long as distance it
moved was less than its height, indicating that it remained within
the reachable range of the virtual grippers. If the virtual object
slips below the grippers, it will drop to the floor.

a) Task procedure: There was a five-second preparation
period before each trial started. During the preparation period the
virtual object was not pulled and participants were asked to move
the virtual grippers until they touched the virtual object. After
the preparation period, the trial started with the virtual object
disappearing and the pulling force increasing. The trial ended
if the participant successfully held the object for five seconds.
In addition, the trial ended prematurely if the participant broke
or dropped the object. If the participant held the object suc-
cessfully for five seconds, the object reappeared in the original
position. If the participant successfully recovered the object from
slipping, the object reappeared in the corresponding position
where the object was recovered. If participants broke the object,
it reappeared as red in the original position or the corresponding
position where it slipped before breaking occurred. If the object
was dropped, it reappeared as red and fell to the bottom of the
screen. A video illustration of the task being performed by the
experimenter can be found in the supplemental files associated
with this manuscript.

B. Experimental Setup

The experimental setup consisted of the virtual task environ-
ment (described above), haptic feedback display, and a Delsys
Bagnoli 8-channel sEMG system to collect surface EMG signals
from the user’s wrist flexor and extensor muscles. The magnitude
of the muscle activity was mapped proportionally to the horizon-
tal velocity of the red ball in the practice task (see Section II-A1),
and to the opening and closing velocity of the virtual grippers
in the grasp and hold task (see Section II-A2). Data acquisition
and control were implemented with an NI myRIO at 1 kHz with
MATLAB/Simulink (2021a) and QUARC real-time software
(2021 v4.1.3406). The virtual environment (VE) was displayed
at 100 Hz, based on down-sampled data. The entire system ran
on a Dell Precision Tower 3620 desktop with Windows 10.

1) sEMG Calibration and Processing: The EMG calibration
method followed the same procedure used in previous work by
Thomas et al. [34]. During the EMG calibration, the saturated
net EMG signal Snet(t) was calculated using the normalized
flexor and extensor signals. Then, Snet(t) was used to control
the velocity of the user-controlled sphere, vball(t), in the practice
task (see Section II-A1) according to the following control law:

vball(t) = sign(h) ·Kemg · Snet(t) (7)

where Kemg is a positive gain used to scale the EMG signals,
sign(h) is the handedness of the participant with 1 for left-
handed participants and −1 for right-handed participants.

Likewise,Snet(t)was used to control the opening and closing
velocity of the virtual grippers,vgrippers(t), in the grasp and hold
task (see Section II-A2) according to the following control law:

vgrippers(t) = Kemg · Snet(t) (8)

where Kemg is the same as in (7).

C. Experimental Protocol

1) Haptic Feedback: In the experimental task, haptic feed-
back in the form of vibration and squeeze was used to pro-
vide participants with knowledge of object slip and grip force,
respectively.

a) Vibrotactile Feedback: Vibrotactile feedback was pro-
vided by a C-2 tactor (Engineering Acoustics, Inc) housed in a
custom 3-D printed enclosure. The C-2 tactor was controlled us-
ing a Syntacts amplifier (v3.1) [35] controlled through Simulink
and the native audio card on the Dell PC. The vibration feedback
frequency was fixed at 400 Hz, which was determined during
pilot testing. The amplitude of the vibration, aamp(t), was
modulated according to the slip velocity of the virtual object
as shown in:

aamp(t) =

{
β(t) Vslip(t) > 0
0 Otherwise

β(t) =
200 · ln(2 · |Vslip(t)|+ 0.6) + 102

55
(9)

where Vslip(t) is the slip velocity of the virtual object.
Equation (9) was determined from the pilot testing by
Machaca et al. [21]. By dividing Machaca et al.’s equation by
a constant of 55 and using a fixed frequency of 400 Hz, we
found that participants were able to better discern and distinguish
the slip velocity. Although our measurement of slip velocity
is contrived within the design of the virtual environment, it is
consistent with prior approaches to measure slip on physical
prosthesis systems [36], [37], [38].

b) Squeezing Feedback: The squeezing display was pro-
vided using a custom device based on work by Stanley and
Kuchenbecker [39] and our prior work [23]. An MG90 s servo
was used to pull on the Velcro strap wrapped around the partici-
pant’s arm to provide a squeezing sensation in proportion to the
grip force that the participant applied to the virtual object. An
Arduino micro-controller and Simulink were used to control the
device. The angle of the servo (in degrees), θ(t), was given by

θ(t) = Ksqueeze · Fgrip(t) + θ0 (10)
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where Fgrip(t) is the grip force that participants applied to the
virtual object, Ksqueeze is a constant coefficient that is used
to map the maximum grip force to the maximum angle for
which the feedback remained comfortable, θ0 is the constant
starting angle of the servo when Fgrip(t) = 0. Equation (10)
was determined from the pilot testing by Machaca et al. [21].
BothKsqueeze and θ0 values were calibrated for each participant
to ensure a full and comfortable range of sensations were felt.
During calibration, participants first experienced zero grip force
to ensure no squeezing sensation was felt. If discomfort or
tightness was reported, θ0 and Ksqueeze were adjusted to reduce
the squeezing force. Appropriate adjustments were also made
if participants felt the strap was too loose. Next, participants
experienced the maximum grip force squeezing sensation and
parameters were further optimized to ensure comfort.

The C-2 tactor was placed on the participant’s non-dominant
wrist, and the squeeze device was placed around the participant’s
non-dominant bicep, as shown in Fig. 1(a). This decision came
as the result of pilot studies, wherein participants mentioned
that it would take more mental effort to feel the feedback if the
haptic displays were placed on the same arm that participants
used to do the EMG control. Also, participants mentioned that
the vibration intensity overpowered the squeezing intensity if
the C-2 tactor and the squeeze device were placed next to each
other on the arm.

2) User Study Procedure: After consenting to participate in
the study, participants were given an overview of the study
procedures and asked to complete a demographic survey. Next,
the experimenter placed the EMG electrodes on the participants’
arm to do the EMG calibration, as detailed in Section II-B1.
Participants then performed two 30-second trials of the EMG
practice task at each of the two difficulty levels as detailed in
Section II-B1. After the EMG practice tasks, the experimenter
placed the C-2 tactor and squeeze device on the participants, as
shown in Fig. 1(a). Participants were then asked to watch a video
demonstrating the experimental procedure, including the prepa-
ration and task phases for each trial. The video also demonstrated
the visual feedback for each of the possible outcomes at the end
of the trial: a broken object, a dropped object, or a successful trial.
After watching the demonstration video, participants performed
six practice trials for each feedback condition to become better
familiar with the task and haptic cues. In the practice trials,
participants were given two pulling forces, Kpull = 1, 3.5 in
(2). Participants received haptic feedback for each pulling force
in the following order: no feedback, vibrotactile feedback only,
squeezing feedback only, and both vibrotactile feedback and
squeezing feedback. Participants were able to see the virtual
object during the practice trials. After completing the practice
trials, the main experiment began. All participants started the
main experiment in the no feedback condition. The remaining
three haptic feedback conditions were randomized and counter-
balanced to minimize ordering affects. For each haptic feedback
condition, four pulling forces were used,Kpull= [2,3,4,5] in (2).
Each of the four pulling forces was presented twice as a sequence
of three consecutive trials (24 trials), in a randomized manner. In
this way, participants had an opportunity to learn trial-by-trial
the appropriate amount of grip force needed for each new set

of object parameters (i.e., pulling force and breaking threshold)
before the parameters changed. After completing each condition,
participants completed a short survey based on the NASA-TLX
assessment. An illustration of the overall study design is shown
in Fig. 2.

D. Metrics

The following metrics were used to analyze participants’
performance in the practice task and the grasp-and-hold task.

1) EMG Practice Task Metrics: Position root-mean-square
error PRMSE and jerk root-mean-square error JRMSE were
used to analyze the EMG practice task data. PRMSE measures
the accuracy of each participant’s EMG control by comparing
the RMSE between the position of the target sphere and the
participant’s sphere for all 30 seconds as shown in

PRMSE =

√∑30

t=0
(xpart(t)− xtarget(t))2 (11)

where xpart(t) and xtarget(t) are the positions of the participant
and target spheres at time t, respectively.

JRMSE measures the smoothness of each participant’s EMG
control by comparing the RMSE between the jerk of the target
sphere and the participant’s sphere for all 30 seconds as shown
in

JRMSE =

√∑30

t=0
(
...
xpart(t)− ...

xtarget(t))2 (12)

where
...
xpart(t) and

...
xtarget(t) are the jerk of the participant and

target sphere at time t, respectively.
2) Grasp-and-Hold Task Metrics: The following metrics

were used for the grasp-and-hold task.
a) #Broken: The number of trials where the object broke.
b) #Dropped: The number of trials where the object

slipped and dropped.
c) #Recovered: The number of trials where the object was

successfully recovered after slipping.
d) #Successful: The number of trials where the object was

successfully held without breaking or slipping.
3) Survey Metrics: Questions one and two asked participants

to rate how physically and mentally demanding the task was.
The third question asked participants to rate how hurried or
rushed the pace of the task was. The fourth question asked
participants to rate how insecure, discouraged, irritated, stressed,
and annoyed there were. Question five asked participants to rate
how successful they were in accomplishing the task. Question
six asked participants to rate how hard they had to work to
accomplish their level of performance. Question seven asked
participants to rate how useful the feedback (Vibration and
Squeeze) was, and the last question asked participants to rate
how intuitive the control of the virtual gripper was.

E. Data Analysis

The data from two participants was excluded from data anal-
ysis due to issues that arose during experimentation. The first
participant was removed because the breaking thresholds in the
grasp-and-hold task were accidentally set up incorrectly. The
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Fig. 2. Experimental protocol design. All participants completed two practice task trials following by a training session for the grasp-and-hold task. All participants
started with the no feedback condition, then the order of the remaining three feedback conditions was randomized and counterbalanced. For each condition, four
different pulling forces were presented twice, with each pulling force presented in three consecutive trials, resulting in 24 trials per condition (96 trials for the entire
session).

second participant’s data was overwritten due to an error with the
data acquisition and control software. The following statistical
analyses were performed on the remaining 18 participants (six
for each of the three feedback condition order permutations).

All statistical analyses were performed using RStudio(v2.1).
Logistic mixed-effects models were used to analyze the trial-by-
trial (i.e., binary) broken, dropped, recovered, and successful
metrics in the grasp-and-hold task. For these models, partici-
pants were treated as random effects, and feedback condition,
pulling force, position RMSE, jerk RMSE, and attempt number
(i.e., trials 1-3 for each pulling force) were treated as fixed
effects. Total trial number (i.e., 1-24) was treated as a covariate.
Total trial number, attempt number, position RMSE, jerk RMSE,
and pulling force were analyzed as continuous variables, while
haptic feedback condition was analyzed as a categorical variable.
A Bonferroni correction was applied for multiple comparisons.

A linear mixed effects model was used to analyze survey
rating results. Condition was the fixed effect and participants
were treated as a random effect.

III. RESULTS

A. EMG Practice Task

We first analyzed the effect of participants’ performance in the
EMG practice task on performance in the grasp-and-hold task
(see Table I). Results of the models that included PRMSE and
JRMSE as fixed effects, found that they were not significant
predictors of the broken percentage, dropped percentage, and
recovered percentage in the overall data set. To improve mod-
eling accuracy, the statistical models were refined to remove
these predictors as fixed effects. The models discussed below
still retain feedback condition, pulling force, trial number of
each pulling force, and trial number as fixed effects.

TABLE I
FIXED EFFECT OF EMG PRACTICE TASK METRICS ON GRASP-AND-HOLD TASK

PERFORMANCE METRICS FOR ALL TRIALS

B. Grasp-and-Hold Task

When analyzing the results for the grasp-and-hold task, we
found that the object slipped on every single trial for all partic-
ipants, regardless of feedback condition. This is likely due to
the uncertainty caused by the unknown (and invisible) pulling
force. Therefore, in our analysis, we omitted the metric #Suc-
cessful and instead consider whether object was recovered (i.e.,
#Recovered), broke (i.e., #Broke), or completely slipped (i.e.,
#Dropped). Table II displays the fixed effects result for the three
haptic feedback conditions compared to no feedback.

1) # Broken: We found a significant fixed effect of pulling
force, such that participants were significantly less likely to
break the object (β =−0.234, SE = 0.031, p < 0.001) for trials
with higher pulling force and correspondingly higher breaking
thresholds. There was also a significant fixed effect of attempt
number, where increasing attempts with the same object (and
same pulling force) decreased the likelihood of object breaks
(β = −0.303, SE = 0.075, p < 0.001). Participants using
squeezing feedback (β = −0.734, SE = 0.239, p = 0.002)
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TABLE II
FIXED EFFECT RESULTS OF THE VIBRATION FEEDBACK CONDITION,

SQUEEZING FEEDBACK CONDITION, AND DUAL FEEDBACK CONDITION

COMPARED TO NO FEEDBACK FOR #BROKEN, #DROPPED, AND

#RECOVERED METRICS

and dual feedback (β = −1.021, SE = 0.238, p < 0.001) were
significantly less likely to break the object than with no feedback.
Compared with vibration feedback, participants using squeezing
feedback (β = −0.476, SE = 0.171, p = 0.015) and dual feed-
back (β = −0.763, SE = 0.179, p < 0.001) were significantly
less likely to break the object. There was no significant difference
between squeezing feedback and dual feedback. Fig. 3 shows
the probability of breaking the object for each trial of all pulling
forces.

2) # Dropped: There was a significant fixed effect of the total
trial number, with increasing trials decreasing the likelihood of
object drops (β =−0.015, SE = 0.004, p < 0.001). Participants
using vibration feedback (β =−0.851, SE = 0.249, p < 0.001),
squeezing feedback (β = −0.526, SE = 0.238, p = 0.027),
and dual feedback (β = −1.192, SE = 0.273, p < 0.001) were
significantly less likely to drop the object than with no feedback.
Participants using dual feedback (β = −0.666, SE = 0.205,
p = 0.003) were significantly less likely to drop the object than
with squeezing feedback. There was no significant difference
between dual feedback and vibration feedback. Fig. 3 shows the
probability of dropping the object for each trial of all pulling
forces.

3) # Recovered: We found a significant fixed effect of pulling
force, such that participants were significantly more likely to
recover the object (β = 0.212, SE = 0.029, p < 0.001) for trials
with higher pulling force and correspondingly higher breaking
thresholds. There was also a significant fixed effect of the total
trial number, with increasing trials increasing the likelihood of
objects recoveries (β = 0.008, SE = 0.003, p = 0.006). There
was also a significant fixed effect of attempt number, where
increasing attempts with the same object (i.e, same pulling
force and breaking threshold) increasing the likelihood of object
recoveries (β = 0.296, SE = 0.069, p < 0.001). Participants
using vibration feedback (β = 1.008, SE = 0.216, p < 0.001),
squeezing feedback (β = 1.154, SE = 0.217, p < 0.001) and
dual feedback (β = 1.855, SE = 0.223, p < 0.001) were

Fig. 3. Probability of: (a) Breaking, (b) dropping and (c) recovering the object
for each trial of pulling force, where the individual data points represent the
average for each trial across all pulling forces for all participants in each group,
and the solid lines indicate the model’s prediction. * indicates p < 0.05, **
indicates p < 0.01, and *** indicates p < 0.001.

significantly more likely to recover the object from slipping
than with no feedback. Participants using dual feedback were
significantly more likely to recover the object from slipping than
with vibration feedback (β = 0.847, SE = 0.159, p < 0.001) and
squeezing feedback (β = 0.700, SE = 0.159, p < 0.001). Fig. 3
shows the probability of recovering the object for each trial of
all pulling forces.
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TABLE III
SUMMARY OF MODEL STATISTICS FOR SURVEY RESULTS

C. Survey Results

Due to the wording of question seven regarding the usefulness
of the vibration and squeeze feedback, participants did not
consistently answer this question in the single-modality con-
ditions. Table III therefore compares the three haptic feedback
conditions with the no feedback condition for the remaining
seven post-condition survey questions. Participants in the no
feedback condition provided ratings for all survey questions that
were significantly different from 0. Participants using squeezing
feedback (β = −0.556, SE = 0.261, p < 0.05) rated the task as
significantly less physically demanding than with no feedback.
Participants using vibration feedback (β =−0.889, SE = 0.369,
p < 0.05), squeezing feedback (β = −1.111, SE = 0.369,
p < 0.01), and dual feedback (β = −1.333, SE = 0.369,
p < 0.001) rated the task as significantly less mentally demand-
ing than with no feedback. Participants using vibration feedback
(β = −0.556, SE = 0.245, p < 0.05) and squeeze feedback
(β =−0.500, SE = 0.245, p < 0.05) rated the pace of the task as
less hurried than with no feedback. Participants using vibration
feedback (β= 1.278, SE= 0.454, p< 0.01), squeezing feedback
(β=1.333, SE=0.454, p<0.01), and dual feedback (β=2.278,
SE = 0.454, p < 0.001) rated their perceived performance as
significantly better than with no feedback. Participants rated
control of the virtual gripper as significantly more intuitive with
squeezing feedback (β = 0.989, SE = 0.485, p < 0.01) and
dual feedback (β = 2.333, SE = 0.477, p < 0.001) than with no
feedback. Participants using dual feedback also rated the control
of the virtual gripper as significantly more intuitive than with
vibration feedback (β = 1.722, SE = 0.477, p < 0.001) and
squeezing feedback (β = 1.344, SE = 0.485, p < 0.01) in a
post-hoc test with a Bonferroni correction.

IV. DISCUSSION

This study investigated whether providing continuous dual-
modality haptic feedback can improve myoelectric prosthesis
users’ ability to perform a dexterous manipulation tasks in
which vision was limited. The task, a modified version of the
canonical grasp-and-lift task, required participants to grasp and
hold a virtual brittle object with a virtual prosthetic gripper.
During each trial, the object experienced an increasing load force
(termed pulling force) that increased the likelihood of incipient
slip. We compared how well participants could perform the task
in four separate conditions: no feedback, vibration feedback
of incipient slip, squeezing feedback of grip force, and dual

(vibration + squeezing) feedback of incipient slip and grip force.
Overall, our results suggest that receiving any feedback is better
than receiving none, however, dual-modality feedback is far su-
perior to either single-modality feedback in terms of preventing
the object from breaking or dropping. In addition to individuals
with limb difference who use prostheses, our study also offers
new insights and approaches in experimental methodologies
for upper limb prosthesis studies that can be conducted with
individuals without limb difference. By involving participants
without limb difference, we can gain a broader understanding of
the potential applications and benefits of upper limb prosthetic
technologies.

Given the design of our dexterous task, there were two sce-
narios that lead to task failure. In the first, the object slipped
out of the participant’s grasp and completely dropped. In the
second, the participant squeezed the object too tight and broke
it. Both of these failure scenarios were affected by the pulling
force that increased throughout each trial. Since the breaking
threshold for the object scaled proportional to the final pulling
force in each trial (see (3)), higher pulling forces resulted in
higher breaking thresholds. This relationship, which increased
the safe grasping force region, appeared to allow participants
to perform the task better regardless of feedback condition, as
larger pulling forces lowered the likelihood of object breaks and
increased the likelihood of object recoveries after slip.

Our study design also supported trial-by-trial learning as
participants were allowed six grasp attempts with each of the
four pulling forces over the course of the 24 trials. Indeed, we ob-
served that the more attempts made in the task overall (i.e., total
trial number), the less likely participants were to drop the virtual
object and, subsequently, the more likely they were to recover
the object once it slipped. In addition, since participants were
allowed to attempt each pulling force and breaking threshold
three consecutive times before they changed, participants were
increasingly likely to recover the object and less likely to break
the object with each consecutive grasp-and-hold attempt for a
given pulling force and breaking threshold. Both of these results
hold true regardless of feedback condition and are in line with
previous literature investigating performance in grasp-and-lift
and other object manipulation tasks [5], [30], [31].

In light of the general task performance, the story gets more
interesting when considering the impact of the haptic feedback
modalities. Our dual-modality feedback provided participants
with the necessary slip and grip force information to successfully
complete the task. Indeed, both pieces of information proved
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extremely useful as they decreased the likelihood of breaking
or dropping the virtual object, and increased the likelihood of
recovering the virtual object compared with no feedback. In
addition, the dual-modality feedback led to improved task per-
formance over each of the single-modality feedback approaches
in a minimum of two out of the three task metrics. The superiority
here of dual-modality feedback is supported by findings in other
domains that demonstrated two streams of haptic information are
better than one [17], [18], [19], [20], [22], [26], [40]. In particu-
lar, our findings build on those of Walker et al. [26] by extending
them to the application of myoelectric prosthesis control. Instead
of a traditional position-based bilateral teleoperation scheme,
our study utilized a myoelectric velocity-based control scheme
combined with two separate forms of cutaneous sensory substi-
tution feedback. While our findings are consistent with those of
Walker et al., they fill specific gaps in our current knowledge.
First, they demonstrate that the utility of dual-modality haptic
feedback extends to EMG-based control interfaces. Second,
they highlight the benefits of two distinct forms of cutaneous
feedback in a prosthesis application. Finally, our results suggest
that dual-modality feedback can lead to improved dexterity with
respect to task uncertainty as demonstrated with our invisible
pulling force. Taken together, these findings represent a sig-
nificant step forward in enhancing haptic feedback strategies
for myoelectric controlled prostheses. Furthermore, the findings
of this study have broader implications for other applications
that utilize EMG-based or ungrounded control interfaces. These
include assistive devices, rehabilitation interventions, and aug-
mented/virtual reality (AR/VR) applications.

That our findings contradict those of Kim et al. [28] and
Jimenez et al. [29], likely has to do with our specific focus
on tight closed-loop control. As such, our experimental task,
metrics, and overall study protocol were designed to tease
apart the individual and combined contributions of two different
feedback modalities on user’s feedforward and feedback control
strategies. Also, given Kim et al.’s finding that participants were
potentially confused by the simultaneous pressure and shear
feedback displayed to the same body part, we conscientiously
placed our two feedback modalities in a non-colocated manner.
Thus, we can argue that placing two haptic devices on different
body parts helped participants better discriminate the different
streams of haptic information.

While each single-modality feedback approach allowed for
performance better than the no feedback condition, they did not
lead to differences in task performance between each other, with
the exception of squeezing feedback of grip force, which lowered
the likelihood of object breaks compared to vibration feedback of
incipient slip. This latter result, however, makes sense given that
grip force information, and not slip information, was needed to
prevent object breaks. Slip information alone was insufficient to
reduce the likelihood of object drops or increase the likelihood
of object recoveries compared to grip force information. This
observation highlights just how important grip force knowledge
is in object manipulation tasks [5], [28], [30], [31], and why its
is the most common form of sensory information investigated
in upper-extremity prosthesis research [8], [10], [11], [13], [32],
[34], [41], [42], [43], [44]. While these findings of improved task

performance are generally inline with prior research investigat-
ing grasp-and-lift performance with haptic feedback [41], [45],
[46], [47], [48], they also shed light on the necessity of both slip
and grip force information in dexterous task execution.

Given our definitive findings highlighting the benefit of dual-
modality feedback over single-modality feedback regarding ac-
tual task performance, it is interesting to note that our survey
responses don’t completely align. While participants rated all
three feedback conditions as less mentally demanding than no
feedback, only the squeezing feedback condition was rated as
being less physically demanding. It is possible that the presence
of the vibration feedback increased participants’ perception of
physical demand in the task, because it consistently alerted them
to the object’s slipping behavior. Although participants felt less
hurried or rushed with vibration feedback or squeezing feedback
compared to no feedback, this was no longer the case when these
feedback modalities were combined. It is possible that having
to tend to two separate streams of haptic information in the
condensed trial time window increased the pressure for some
participants.

More inline with the task performance results, participants in
all three conditions rated their perceived performance as higher
than in the no feedback condition, and rated the gripper control as
more intuitive with the conditions featuring squeezing feedback.
Most notably, participants rated the dual-modality feedback as
more intuitive than either single-modality feedback. This is
despite the fact that participants found the task stressful and hard
in all four conditions. Thus, it is clear that despite participants’
opinions of the task, the feedback allowed them to objectively
and subjectively succeed.

It is worth considering that our EMG practice task results
had no measurable impact on participants’ ability to perform the
grasp-and-hold task. On one hand this suggests that participants’
EMG control capabilities were irrelevant for task success. Still
one would think that if control were sufficiently poor, task
performance would have to suffer. Therefore, it is likely the
case that our task required a level of EMG control proficiency
that every participant was able to achieve either innately, or with
the help of our pre-task training. It should also be reiterated here
that participants utilized EMG to control the velocity of a pair of
virtual grippers that did not carry the inherent electromechanical
dynamics of a real prosthetic gripper. Thus, the overall EMG
control problem was more tractable than in a real-world scenario.

While the results of this work are insightful regarding the
potential utility of dual-modality feedback for dexterous pros-
thesis manipulation, there are a few limitations that should
be addressed in future research. First, this study utilized a
virtual environment approach with individuals without limb
difference. Future studies should validate these findings with
a clinical myoelectric prosthesis featuring grip force and slip
detection sensors alongside real everyday objects. Additionally,
these studies should utilize actual prosthesis users. Second, to
minimize the number of condition order permutations needed
to properly counterbalance the study, all participants started
with the no feedback condition. Given the learning that was
observed, it is possible that the no feedback performance could
have improved with more practice. While prior research has
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already demonstrated well the benefit of haptic feedback over no
feedback [14], [34], [41], [42], [43], [44], [46], [49], [50], [51],
[52], [53] future studies could investigate different condition
ordering to better understand the longitudinal improvement in
each condition. Third, it is possible that our virtual object design
made the task too easy by increasing the safe force region at
high pulling forces. To counteract this, future investigations
could utilize objects that don’t have a linear scaling between
the pulling force and breaking force. Fourth, to further improve
the accuracy of the squeezing display, future studies should
incorporate the measurement of actual forces exerted by our
device. This approach has been demonstrated by Pezent et al.
in their tactile and squeeze bracelet interface (Tasbi), where
force sensing capacitors were used to enable closed loop control
of the squeeze force [54]. By measuring the actual force, we
can enhance our understanding and evaluation of our device’s
performance. Finally, our EMG practice task didn’t seem to have
a bearing on performance in the real task. Future investigations
could add an EMG assessment task at the end of the study
to see how EMG performance changed over the course of the
study and if that correlated with real task performance. It will
also be necessary to understand the cognitive burden associated
with processing multiple streams of haptic information, and
if it leads to improved neural efficiency [8] compared to the
single-modality feedback approaches.

V. CONCLUSION

In this study, we investigated the utility of single- and dual-
modality haptic feedback for a dexterous object manipulation
task and found that dual-modality feedback led to improved
task performance and greater perception of intuitive control than
either single-modality feedback approach. These findings are of
importance to researchers designing next generation prosthetic
limbs and researchers in other telerobotic and human–computer
interaction applications as it suggest a strong objective and sub-
jective benefit of providing users with the necessary and suf-
ficient haptic information needed to support feedforward and
feedback sensorimotor control strategies.
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